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Phonological Typicality (PT) is a measure of the extent to which a word’s pho-
nology is typical of other words in the lexical category to which it belongs. !ere 
is a general coherence among words from the same category in terms of speech 
sounds, and we have found that words that are phonologically typical of their 
category tend to be processed more quickly and accurately than words that are less 
typical. In this paper we describe in greater detail the operationalisation of mea-
sures of a word’s PT, and report validations of di$erent parameterisations of the 
measure. For each variant of PT, we report the extent to which it re%ects the coher-
ence of the lexical categories of words in terms of their sound, as well as the extent 
to which the measure predicts naming and lexical decision response times from a 
database of monosyllabic word processing. We show that PT is robust to param-
eter variation, but that measures based on PT of unin%ected words (lemmas) best 
predict response time data for naming and lexical decision of single words.

Phonological Typicality (PT) is a psycholinguistic construct that re%ects the extent 
to which a word is typical or atypical of its lexical category, with respect to its pho-
nology. A series of studies have indicated that measures of PT can predict variance 
in lexical access (Farmer, Christiansen, & Monaghan, 2006; Fitneva, Christiansen, 
& Monaghan, 2009; Monaghan, Chater, & Christiansen, 2003). E$ects of PT thus 
show that access to the phonological characteristics of a word’s lexical category is 
implicated early in lexical processing (Tanenhaus & Hare, 2007).

!ere has been a spate of research examining the coherence of di$erent lexical 
categories with respect to their phonological and prosodic characteristics. Kelly 
(1992) investigated a range of sound cues that could distinguish lexical catego-
ries, including length (nouns tend to be longer than verbs in English in terms of 
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number of syllables), consonant and vowel distribution (e.g., nouns tend to con-
tain more coronal consonants than verbs), and stress (nouns tend to have trochaic 
stress, whereas verbs tend to have iambic stress; Cutler & Carter, 1987). Moreover, 
analyses of child-directed speech and connectionist simulations have quanti"ed 
the usefulness of potential phonological cues such as syllabic complexity (Morgan, 
Shi, & Allopenna, 1996), stress position (Kelly & Bock, 1998), and number of syl-
lables (Cassidy & Kelly, 2001), for distinguishing between di#erent lexical cate-
gories. In large-scale corpus analyses, Durieux and Gillis (2001) and Monaghan, 
Chater, and Christiansen (2005) have tested the extent to which a combined set of 
phonological and prosodic cues can re$ect distinctions between di#erent lexical 
categories. !ese studies found that the cues were su%cient to distinguish lexical 
categories to a high degree of precision, and this was the case cross-linguistically 
(Monaghan, Christiansen, & Chater, 2007).

!us, there is a degree of phonological coherence within lexical categories. 
!is has been proposed to be important for acquisition of lexical categories 
(Braine et al., 1990; Brooks, Braine, Catalano, Brody, & Sudhalter, 1993; Cassidy & 
Kelly, 2001; Monaghan et al., 2005; St Clair & Monaghan, 2005). If phonological 
coherence is important for acquisition, then we can hypothesise that some residual 
e#ect of the acquisition process is observable in adult lexical processing. In other 
words, if a word is typical of its lexical category with respect to its phonology, then 
it ought to be accessed and processed more easily than a word that is atypical of its 
category in terms of phonology. In a series of studies, we have operationalised the 
measure of PT, and found support for these hypotheses.

Fitneva et al. (2009) demonstrated that in learning new words PT is used by 
seven-year-olds for lexical category assignment. !ey found that upon hearing a 
nonword containing phonological properties highly typical of verbs, children were 
signi"cantly more likely to pair it with a picture of an action than they were with a 
picture of an object. Interestingly, English-speaking seven-year-olds in French im-
mersion programs appeared to assign lexical category to the nonwords according 
to their PT in French (when the test was given in French).

In addition to directing children’s learning of novel words’ lexical categories, PT 
has an early, online e#ect on adults’ lexical processing, in$uencing response times to 
both nouns and verbs in a lexical decision task as well as naming latencies for verbs 
(Monaghan et al., 2003). Moreover, across a series of studies, Farmer et al. (2006) 
demonstrated that PT in$uences both lexical and syntactic processing in adulthood. 
In their "rst study, they demonstrated that PT accounts for a signi"cant amount of 
the variance in a database of lexical naming times (Spieler & Balota, 1997), even 
a&er controlling for a standard array of psycholinguistic and acoustic variables that 
have also been demonstrated to in$uence naming times. !e e#ects of PT were 
not limited to words appearing in isolation, but also in$uenced reading times in 
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sentences containing various types of syntactic manipulations. Using a self-paced 
reading methodology, Farmer et al. (2006) conducted two additional experiments 
focusing on the processing of typical and atypical words occurring in unambigu-
ous sentences. One experiment involved sentence frames selected so as to strongly 
predict that a noun will come next, whereas the frames in the other experiment 
were created to generate strong expectations for a verb. When the preceding context 
generated a strong expectation for an upcoming noun, noun-like nouns were read 
faster than verb-like nouns, and when the context was highly predictive of a verb, 
verb-like verbs were read faster than noun-like verbs.1 Additionally, Farmer et al. 
demonstrated that PT can even bias the reading of a syntactic ambiguity created by 
the presence of a noun/verb homonym. When the homonym was noun-like, par-
ticipants preferred the interpretation of the ambiguity that was consistent with the 
noun interpretation of it, and vice versa when the homonym was verb-like.

PT has also been shown to modulate the magnitude of early-occurring neural 
responses to violations of syntactically-driven expectations. Using magnetoen-
cephalography (MEG), Dikker, Rabagliati, Farmer, and Pylkkanen (2010) dem-
onstrated that the visual M100 response, a component in visual cortex that arises 
approximately 100–130 milliseconds a&er stimulus onset in response to violations 
of word category expectations while reading, is sensitive to PT. !ey found that an 
e#ect of expectedness of a noun (should a noun be next or not) was modulated 
by the PT of the incoming noun. In a condition where all nouns had phonological 
properties highly typical of nouns, the e#ect of expectedness was larger than in a 
condition where all of the nouns were neutral in terms of their phonology. !at 
is, the magnitude of the M100 was signi"cantly larger when a highly typical noun 
occurred unexpectedly, compared to when its occurrence was expected. When the 
nouns were not typical or atypical of other nouns (neutral), there was no di#er-
ence in M100 magnitude in the expected versus the unexpected condition.

Taken together, these studies demonstrate the powerful and broad in$uence 
that lexical category-based phonological regularities, as captured by PT, have during 
acquisition in children and for on-line processing in adulthood. However, these pre-
vious studies of PT have been limited to a single operationalisation of the measure. 
In this paper, we examine alternative parameterisations of PT, reporting in greater 
detail than previously how the measure was calculated, and validating each param-
eterisation in terms of re$ecting the coherence of the lexical category distinction, 
as well as its psychological validity as re$ected by the relationship of PT to lexical 
decision responses times and naming latencies for monosyllabic words in English.
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Method

!e original operationalisation of phonological typicality

In the original measure of PT developed in Monaghan et al. (2003), and utilised in 
the behavioural studies (e.g., Farmer et al., 2006; Fitneva et al., 2009), we made a 
number of decisions in terms of parameterising the measure. We used only mono-
syllabic words that were unambiguous with respect to lexical category against 
which to measure PT, and each word made an equal contribution to the PT mea-
sure without regard to its frequency. Furthermore, we used a frequency cut-o" of 
1/million in the Celex corpus (Baayen, Pipenbrock & Gulikers, 1995) for a word 
to be included in the PT measure.

In order to determine the distance between each pair of words, in the initial 
operationalisation we partitioned each word into three slots for onset, two for the 
vowel, and three for the coda. For example, the word kelp was represented as /k–– 
!–lp–/, where “–” denotes an empty slot. Each phoneme was, in turn, represented 
by a set of eleven phonological features derived from Harm and Seidenberg (1999) 
and originally based on government phonology theory (Chomsky & Halle, 1968). 
!e features were: sonorant, consonantal, voice, nasal, degree, labial, palatal, pha-
ryngeal, round, tongue, and radical. A key aspect of this phonological feature rep-
resentation is that phonemes that are easily confused (Miller & Nicely, 1955) tend 
to have a similar representation, so /p/ and /b/ di"er in only one of the 11 features 
— whether they are voiced or not — but /p/ and /f/ di"er on 4 of the 11 features.

When comparing a pair of words, the phonemes were repositioned within the 
onset, within the vowel, and within the coda in order to determine the alignment re-
sulting in the minimum Euclidean distance between the phonemes in the two words. 
In the analyses reported in this paper, we relaxed the constraint on alignments only 
occurring within the onset, nucleus and coda. !us, any sequential alignment of the 
two words is permitted in order to minimise the distance between the words. !us, 
for the words act and cat, /ækt/ and /kæt/, the closest alignment could be: /æk–t/ 
and /–kæt/, where “–” indicates an empty slot, such that the consonants of the coda 
of act are compared against the onset and coda of cat. For this alignment, the actual 
distance measure would be computed from comparisons between the phonemes 
/æ/ and the empty slot, /k/ and /k/, which would be zero, /æ/ and the empty slot 
again, and /t/ and /t/. For each pair of words, all possible permutations of alignment 
were tested, and the alignment with the lowest distance was selected.2

In order to make the computations involved in PT transparent, Table 1 shows 
a worked example of computing the phonological feature distance between kelp 
/k!lp/ and the words peer /piə$/ and street /st$it/. !e phonological feature distance 
is computed by summing the squares of the di"erences between each phoneme slot 
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in terms of its phonological features, and then taking the square root of this sum 
for each phoneme. For the "rst phoneme position, in the comparison between 
kelp and peer, for instance, the phonological feature representation of /k/ is {−1, 
1, −1, −1, 1, −1, −1, −1, −1, −1, 0} and for /p/ it is {−1, 1, −1, −1, 1, 1, 0, −1, 1, 0, 0}. !en the 
squared di$erence between the "rst phonological feature for this phoneme posi-
tion is: (−1 − −1)2 = 0. For the second position, the squared di$erence is (1 – 1)2 = 0, 
for the third, fourth, and "%h positions, the squared di$erence is also zero, for the 
sixth position the squared di$erence is (−1 – 1)2 = 4, and so on for all 11 phono-
logical features. !e sum of the squared di$erences for /k/ versus /p/ is then 10, so 
this phoneme contributes √10 to the overall distance measure. !en, the overall 
distance between kelp and peer is the sum of the square roots of the squared dif-
ferences for each phoneme position: for kelp and peer, the phonological feature 
distance is √0 + √10 + √0.75 + √17 + √19 = 12.51. For the distance between kelp 
and street, the Euclidean distance is √14.25 + √8 + √10.25 + √5.25 + √10 = 15.26.

Overall, kelp is a noun-like word because its average Euclidean distance to 
nouns is 11.83, which is less than its average Euclidean distance to verbs of 12.42. 
Its PT value, which we calculate by subtracting the average verb distance for a 
word from its average noun distance, is 11.83–12.42 = –0.61. For a more general 
depiction of this kind of analysis, Figure 1a shows the distance for each noun and 
verb for unin'ected monosyllabic words. !e diagonal shows the objective point 
at which distances to nouns and distances to verbs are equal. For PT coherence, 
points indicating verbs should demonstrate overall shorter distances to verbs and 
longer distances to nouns than for the nouns, so verbs should be to the lower right 
of nouns. !ough there is considerable overlap, the points indicate that verbs tend 
to be more similar to other verbs than they are to nouns, and the majority of the 
verbs tend to be to the lower right of the nouns.
A B

Figure 1. PT for nouns and for verbs for (A) word lemmas, and (B) wordforms using the 
FD measure.
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Varying parameters of the operationalisation

!ere were thus several decisions made for operationalising PT in our original 
measure. We discuss alternatives for each of these decisions, before exploring the 
implications of making di$erent selections at each of these decision points for the 
PT measure. Our aim was to determine whether PT was robust to varying the pre-
cise parameters of the measure, or whether PT e$ects were particularly re'ected 
by certain choices of representation of phonological similarity between words.

Decisions about the reference vocabulary. !e "rst decision about the vocabu-
lary against which PT is calculated for each word is whether to include only nouns 
and verbs that are unambiguous with respect to their lexical category. Alternatively, 
all words used either as nouns or verbs or both could be used to calculate PT.

Second, in the original formulation of PT (Farmer et al., 2006; Monaghan 
et al., 2003), all unin'ected words (lemmas) from the Celex English database 
(Baayen et al., 1995) were used as the reference vocabulary. However, this omit-
ted word forms with in'ectional and derivational morphology, which could have 
a profound in'uence on the calculation of PT. It is therefore important also to 
test both broad and limited word sets. Another alternative to using lemmas is to 
use words that are classi"ed as monomorphemic in the Celex database. However, 
we did not test further the monomorphemic analyses, partly because there were 
very few monosyllabic lemmas that were classi"ed as polymorphemic, and partly 
because most of these classi"cations appeared to be false positives as the morphol-
ogy was judged automatically, so, for example, words ending in /s/ were labelled as 
polymorphemic, as in axe.

!e third decision about the reference vocabulary is to determine the contri-
bution that each word makes to the PT measure. Each word could contribute in a 
type analysis (as in the original operationalisation) or weighted by individual to-
ken frequency. In the following analyses, we test both type and token approaches.

!e fourth decision determines whether basing PT on only monosyllabic 
words is su(cient to represent the vocabulary, or whether including bisyllabic 
words in the reference vocabulary improves the PT measure further. For now, we 
restrict analyses to only monosyllabic words, leaving multisyllabic words for fu-
ture work. Nonetheless, we note here that the results of Farmer et al. (2006) sug-
gest that PT scores for bisyllabic words based on analyses of monosyllabic words 
signi"cantly a$ect word-by-word reading times in on-line sentence comprehen-
sion. Moreover, as longer words tend to be lower in frequency, monosyllabic words 
provide a reasonable re'ection of the whole vocabulary: over 83% of the most fre-
quent 1000 English word tokens and over 75% of the most frequent 5000 words in 
Celex, for instance, are monosyllabic.
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Decisions about the distance measure. !e phonological feature distance (FD) 
representation, mentioned above and illustrated in Table 1, is just one way to rep-
resent phoneme similarity, but it may not be the best computation of similarity 
between words in terms of their sound. Another possibility is to determine the 
number of phonological features that are di"erent between the phonemes in two 
words. We refer to this as the phoneme feature edit distance (FE), and this is most 
similar to the best match to phoneme confusability in Bailey and Hahn’s (2005) 
comparisons of syllables. Another alternative is to determine distance between 
two words in terms of how many phonemes are required to change in order to 
alter one word to another. !is measure, which we refer to as the phoneme edit 
distance (PE), is analogous to Levenshtein’s orthographic edit distance measure 
(Yarkoni, Balota, & Yap, 2008). Worked examples of the FE and PE distance mea-
sures for the words kelp, peer, and street, are shown in Table 2.

Validation of the measures

We validated the parameter variations in two ways: measuring coherence and psy-
chological validity of each PT measurement.

Coherence. First, we tested the extent to which the measure re#ected the pre-
viously observed coherence of lexical categories with respect to their phonology. 
For each word, we computed the mean distance for that word to all the nouns and 
to all the verbs. For nouns, we anticipated that the distance to other nouns would 
be smaller than the distance to verbs. For verbs, we anticipated that the distance 
to verbs would be smaller than the distance to nouns. For each parameterisation, 
we conducted a one-way ANOVA on the PT measure with noun/verb category as 
a between items factor. !e coherence within a category in terms of phonology is 
re#ected in the e"ect size of the main e"ect.

Psychological validity. Second, we tested the extent to which each parameteri-
sation of PT had psychological validity in terms of predicting response times for 
lexical decision and single word naming tasks for a large number of monosyllabic 
words taken from the database reported in Spieler and Balota (1997) and Balota, 
Cortese, Sergent-Marshall, Spieler, and Yapp (2004). !is database provides nam-
ing times for 2820 words by 31 young adult participants at Washington University, 
and lexical decisions for 2906 words by 30 participants (Balota, Cortese, & Pilotti, 
1999). In order to test the contribution of PT, we $rst entered several psycholin-
guistic variables into a regression equation, as used by Balota et al. (2004). !ese 
were: characteristics of the word’s onset (which were particularly important in 
predicting voice onset times for the naming data), familiarity (from Balota et al., 
2004), neighbourhood size (Coltheart’s N, calculated from the entire vocabulary 
in the Celex English database), orthographic word length, and log-frequency 
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(from the Celex English database). A"er these variables had been entered into 
the regression equation, we determined the additional contribution of PT by in-
cluding distance to nouns minus distance to verbs for the verbs and distance to 
verbs minus distance to nouns for the nouns (so positive values indicate a word 
typical of its category both for the nouns and for the verbs). !e standardized beta-
value re#ects the size of the e$ect of PT in predicting the behavioural data once 
all the other psycholinguistic factors had been taken into account. We predicted 
that the beta values would be negative, indicating that typicality related to reduced 
response times for stimuli.

Results

Coherence

!e results of each parameterisation for the coherence analyses are shown in 
Table 3 and Figure 2. Each point in the Figure shows the Z-score of PT for nouns 
on the x-axis and for verbs on the y-axis. PT is calculated by subtracting a word’s 
distance to verbs from its distance to nouns. !us, positive values on the x-axis 
indicate that nouns are closer to verbs than they are to nouns overall, and negative 
values indicate nouns are closer to nouns than they are to verbs. Positive values 
on the y-axis indicate that verbs are closer to other verbs than they are to nouns, 

Figure 2. Coherence of nouns and verbs with respect to PT measure with di$erent 
parameterisations, with Z-scores of distance for verbs and distance for nouns. Each point 
above the diagonal indicates that the particular parameterisation of PT re#ects the pho-
nological coherence of the vocabulary with respect to lexical category.
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whereas negative values indicate that verbs are closer to nouns than to other verbs. 
Over the whole vocabulary of nouns and verbs, then, points above the diagonal 
indicate phonological coherence of nouns and verbs as re#ected in the particular 
parameterisation of PT.

Table 3. Z-score of Mean Distance to Nouns Minus Distance to Verbs for Nouns (PT-N) 
and for Verbs (PT-V), with Di$erent Parameterisations of the PT Measure.
Word
Set

Unam-
biguous/
All N/V

Type/
Token

Distance
Measure

N PT-N PT-V F η2

Forms U Type FD 4104 −.743 .425 1328*** .244
U Token FD −.730 .483 1441*** .260
U Type FE −.857 .475 1672*** .290
U Token FE −.813 .554 1806*** .306
U Type PE −1.533 .191 2294*** .359
U Token PE −1.421 .282 2337*** .363
A Type FD 8174 −.785 −.181 538*** .062
A Token FD −.743 −.084 647*** .073
A Type FE −.876 −.138 718*** .081
A Token FE −.775 −.007 840*** .093
A Type PE −1.372 −.400 941*** .103
A Token PE −1.211 −.250 1016*** .111

Lemma U Type FD 1580 −.259 .080 25*** .016
U Token FD .188 .513 22*** .014
U Type FE −.535 −.237 18*** .011
U Token FE −.003 .224 11*** .007
U Type PE −.537 −.070 46*** .029
U Token PE −.017 .431 43*** .027
A Type FD 4716 .072 .231 23*** .005
A Token FD −.187 −.058 18*** .004
A Type FE −.066 .105 30*** .006
A Token FE −.251 −.109 24*** .005
A Type PE .308 .440 20*** .004
A Token PE −.032 .097 15*** .003

Note. U = unambiguous nouns and verbs, A = all nouns and verbs, FD = feature distance, FE = feature edit, 
PE = phoneme edit. N is the size of the corpus. For signi&cance of F-value, *** p < .001, ** p < .01, * p < .05, 
+ p < .1.
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In the one-way ANOVAs of monosyllabic nouns and verbs, shown in Table 3, 
PT was signi"cantly di#erent for all parameterisations. !e largest e#ect sizes were 
found for the word form analyses, which is because the PT measures are partially 
re$ecting the morphology of the word, and morphology is most richly expressed 
in this word set (shown in Figure 1b for the FD measure — note that the coherence 
appears greater than for the word lemma analysis in Figure 1a). However, the co-
herence was still observed in the word lemmas set, without in$ectional morphol-
ogy, consistent with previous work exploring distinct phonological cues to lexical 
category in word sets with and without morphology (Monaghan et al., 2005, 2007; 
Onnis & Christiansen, 2008). Together, these results indicate that the PT measure 
is robust across di#erent ways of assessing the phonological information available 
to distinguish nouns and verbs.

Psychological validity

In our analyses of the word naming dataset from Balota et al. (2004), there were 
2377 words classi"ed as either nouns or verbs in CELEX (according to their most 
frequent usage). 1764 of these were nouns, and 613 were verbs. For the lexical de-
cision data, there were 2446 words classi"ed as either nouns or verbs, 1815 nouns 
and 631 verbs. As we were interested in the e#ects of PT on nouns and verbs, 
we only used words classi"ed as belonging to these categories. Table 4 shows the 
results of the regression analyses partially replicating steps 1 and 2 of Balota et al. 
(2004), with onset variables entered at step 1, and psycholinguistic variables en-
tered at step 2. At step 3, we tested for the e#ect of PT by subtracting the mean dis-
tance to all the verbs from the mean distance to all the nouns for each word. If the 
word was a noun, we then took the negative of this value (so a phonologically typi-
cal noun would have a positive score), and if the word was a verb, then we kept the 
original value (so a phonologically typical verb would also have a positive score).

!e Table reports that the essential results of Balota et al. (2004) were repli-
cated on this subset of the words (just the nouns and verbs) in the Balota et al. da-
tabase. !e onset variables had greatest e#ect for the naming task, and related only 
weakly to lexical decision. !e psycholinguistic variables were all strong predic-
tors of variance in naming responses, and frequency and familiarity were strong 
predictors for lexical decision times.

For Step 3, the measures of PT based on monosyllables were able to predict 
variance in response times to lexical decisions for nearly all parameterisations, and 
the PT measures based on word lemmas as a reference vocabulary were also able 
to predict variance in naming responses, as shown in Table 4. !is is similar to the 
e#ects reported in Monaghan et al. (2003) for a single parameterisation of the PT 
measure. !ough the PT measures contribute only a small amount to explaining 
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the variance in responses, a#er accounting for the aforementioned variables they 
are highly signi$cant for most of the parameterisations. For lexical decision the 
particular choice of parameters was not so critical for predicting reaction times, 
though weighting by frequency (token analyses) a%ected the predictiveness of the 
word lemmas analyses.

For naming, the parameterisation was more fragile — only if the reference 
vocabulary was word lemmas was the e%ect observed. It may be that the e%ect of 
PT on lexical access is masked by the contribution of in&ectional morphology — 
the typicality of the word root may make the greatest contribution to predicting 
word processing.

Discussion

!e PT measure aims to re&ect the extent to which a word’s phonology is similar 
to that of other words of the same lexical category. A typical noun, for instance, 
sounds more like other nouns than it does sound like verbs. However, to develop 
a measure of PT, a number of decisions have to be made — what does “similar” 
actually mean, are words that are ambiguous or unambiguous with respect to lexi-
cal category to be included in the measure, should the word set include morpho-
logical variants, and does a word’s frequency have an in&uence on the typicality of 
other words’ phonology with respect to their lexical category? We have shown in 
this paper that the precise decisions about the reference vocabulary used to gener-
ate the PT measure that we made in our initial formulation have an in&uence on 
the extent to which the vocabulary is shown to be coherent with respect to pho-
nology within lexical categories, as well as the extent to which the PT measure has 
psychological validity in terms of being able to predict large datasets of naming 
and lexical decision response times.

In terms of coherence, the word forms obviously show the greatest e%ect, 
though the analyses of the lemma word sets con$rm that morphology is not the 
only word property that results in phonological similarity among the lexical cat-
egories of nouns and verbs. !e precise measure of similarity did not have a large 
e%ect on the validity of the PT measure with respect to coherence. Even the sim-
plest measure — the number of phonemes that have to be adjusted to convert one 
word to another — re&ected coherence of the categories as strongly as the more 
sophisticated measures of phoneme feature similarity.

In terms of the psychological validity of the PT measures, as re&ected by pre-
dicting variance in response times to naming and lexical decision, we found that 
variants of the PT measure could predict lexical access for both of these tasks. For 
naming, this depended on comparing a word’s typicality to word lemmas — when 
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in" ected word forms were also included, the predictiveness of PT for word nam-
ing was reduced. ! e e#ect of in" ectional morphology was to obscure the true 
variance for predicting e#ects of PT for naming. However, for lexical decision, PT 
showed a larger e#ect, and was more robust to di#erent parameterisations.

Yet, the most interesting aspect of this validation is that the e#ect of PT in 
these analyses was free from context. In previous studies of PT, the context has 
had an e#ect on processing. In Fitneva et al. (2009), pictures of objects and actions 
provided a visual context indicating the lexical category of the novel words that 
children were asked to learn Ñ words that either conformed to or contradicted 
the phonology of its lexical category. In Farmer et al. (2006), PT was manipulated 
within a predictive sentential context. Indeed, Staub et al. (2009) and Farmer et al., 
(2011) have shown that when the context is weakened, the e#ect of PT is reduced. 
Yet, the regression analyses demonstrate that contextual information is not critical 
for eliciting e#ects of PT. ! ese are subtle e#ects, and perhaps can only be revealed 
without the presence of a predictive context by large sets of stimuli, but they are 
nonetheless highly signi$cant, and, in the case of the lexical decision data particu-
larly, highly robust to decisions about the reference vocabulary.

It is of key theoretical and methodological importance that the e#ects of PT 
established in the literature now can be con$dently interpreted as not being due 
to a particular parameterisation of the PT measure. ! e extent to which a word 
resembles other words of the same category with respect to its phonology has been 
shown to have an in" uence on acquisition of the vocabulary, as well as the lexi-
cal categories to which the words belong (Braine et al., 1992; Brooks et al., 1994; 
Monaghan et al., 2005). ! e in" uence of phonology with respect to lexical cat-
egory for vocabulary learning appears to be observable in tasks that directly assess 
lexical acquisition (Fitneva et al., 2009), as well as access to the adult vocabulary 
in both predictive sentence contexts (Farmer et al., 2006) and when the word ap-
pears without any context in the analyses of the word naming and lexical decision 
databases present here. E#ects of PT show that accessing a single word is intercon-
nected with properties, both phonological and syntactic, of the entire vocabulary.

Determining how phonology and syntax become interconnected in terms 
of PT across development is an important topic for future studies. Such research 
promises to o#er potential insights into the acquisition of phonology, lexical items, 
grammatical categories, and syntax, as well as how these developmental processes 
may interact. Investigations of the PT of childrenÕs $rst words, for example, will be 
highly informative about whether PT may play a role in structuring the vocabu-
lary from the very onset of word learning. It would be also important to examine 
the possibility that PT operates based on the subset of words that the child knows 
at any given time. Another important question is how PT may interact with the 
acquisition of syntax. Many words have an ambiguous syntactic status in early 
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language development. PT may help solidify lexical category knowledge or it may 
emerge as a factor in" uencing word learning only a%er the syntactic and semantic 
properties of vocabulary items are more $rmly established.

More generally, the robustness of PT e#ects has implications for the modular-
ity of language processing. Traditionally, phonological and syntactic information 
have been considered to involve separate and independent levels of processing 
(e.g., Chomsky & Halle, 1968; Frazier, 1995; Hockett, 1963; Levelt, 1999). Yet, PT 
e#ects point to permeability of and interactivity between phonological and syntac-
tic information in lexical processing. ! is raises the intriguing possibility that the 
processing of syntactic properties may be observable for all tasks involving isolated 
words and, conversely, that phonological properties may be important contributors 
to both sentence and discourse processing. ! us, future studies of PT may provide 
further support for the notion that lexical and syntactic processing are intrinsically 
interconnected, with PT providing a key window into those interactions.

Notes

$. Staub, Grant, Cli%on, & Rayner (2009) reported a failure to replicate the e#ects of these two 
studies, but Farmer, Monaghan, Misyak, and Christiansen (2011) replicated the original e#ect 
and demonstrated that Staub et al. had altered critical features of the original experiment resulting 
in a reduction of the observed e#ect of PT due to weakening of contextual cues to lexical category.

! . Another adjustment from the original implementation of Monaghan et al. (2003) used in 
the analyses reported below is that the phonological representation of the vowel in the current 
analyses was a single slot, such that diphthongs were encoded as an average of the phonologi-
cal features of the two vowels from which they are composed. In the original implementation, 
vowels occupied up to two slots. ! is was in order to increase the similarity between words 
containing single vowels, when one was a short vowel and the other was a diphthong or a long 
vowel (e.g., the long /i/ and the short /!/ were previously distinguished by an additional vowel 
slot, and were therefore distant in the similarity space).
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